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There is increasing interest in the design of films with thicknesses on the order of 10 nm and less for a variety of
applications, such as nanoparticles, plasmonics, quantum dots, solar reflectors, black mirrors, etc. The indices of
refraction (n and k) for the effective media of such coatings depend on the materials with which such “layers” inter-
face and the specific process parameters used to produce those films. The structures may typically be nucleating
island structures and may also be continuous films. A key factor is that the n and k values vary in thickness until
some thickness is obtained, usually >20 nm. Heretofore, to the best of our knowledge, films have not taken into
account thickness index variations during the design process. Software has now been developed where the index
at a given thickness is computed at each iteration of the design optimization process. This allows more realistic
design results utilizing the full representation of the behavior of the layers in question; the resulting coatings, when
produced, are in better agreement with the designs. Including n and k versus wavelength and thickness in the design
process is here referred to as double dispersion. © 2020 Optical Society of America

https://doi.org/10.1364/AO.383929

1. INTRODUCTION

Optical thin film design typically uses the simplifying assump-
tion that real films are homogeneous in terms of their thickness,
although this is known to be only an approximation. Layers
thinner than 10 nm in optical thin film designs are commonly
avoided, probably due to the uncertainty of the index of such
layers as a function of thickness. The first stages of optical thin
film formation might be likened to rain falling on a dry surface.
In some cases, it might look like dry pavement where the drops
wet the surface and spread. In other cases, it might be more like
a rain droplet on the polished hood of an automobile. These
nucleation differences are apparently caused by the energy and
surface tension relationships of the surfaces and the depositing
material. The net result can be small separated islands to which
new atoms are drawn when they have some residual mobility
on the surfaces until the islands have grown large enough to
touch each other or coalesce into a continuous surface coating.
Another result can be more like surface wetting, where the coat-
ing eventually coalesces and covers the surface with a continuous
film.

Foteinopolou et al. recently introduced a feature issue in
Optical Materials Express [1], “Beyond Thin Films: Photonics
with Ultrathin and Atomically Thin Materials,” which empha-
sizes the broad current interest in these very thin films in both
pre-coalesced and continuous forms. Various of these papers
[2–9] deal with films on the order of 10 nm thick, and some are

dealing with films whose index variation with thickness must be
considered in the coating design processes such as is discussed
here.

Consider a film monitored by a quartz crystal microbalance
(QCM). After a few nanometers have registered, the actual
peaks of the islands are usually several times (to an order of
magnitude) higher than the QCM reading, because the mate-
rial droplets are stacked up, and not spread evenly over the
surface. With many materials, the coalescence occurs at about
10–20 nm as read on a QCM. If the conditions promote wetting
as reported by Formica et al. [10] using a very thin precoat of
copper (Cu) or other materials, the coalescence might occur at
only a few nm of QCM reading.

The net effect of the described behavior of the nucleating
atoms in a new layer is that the indices of refraction are quite
different as a function of the thickness for most layer materials
until thicknesses of several tens of nm are reached. These very
thin layers are used in modern applications such as solar control
coatings, black mirrors, metamaterials, and plasmonic struc-
tures. To realistically model such systems, it is necessary to know
how the n and k of these layers vary with thickness, and to incor-
porate that knowledge into the thin film design process. A solar
control coating might have three silver (Ag) layers on the order
of 10 nm thick, separated by much thicker dielectric layers, plus
another very thin layer for additional absorptance as described by
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Medwick et al. [11]. Similarly, a black mirror might have two or
three layers of chromium (Cr) that are less than 10 nm thick.

Stenzel and Macleod [12] have provided a very extensive
tutorial on the technology related to the present paper. They
pointed out that the accepted approach was to acknowledge
that the index of very thin films did vary with thickness and
therefore needed to be characterized at each thickness of interest.
The designer should pick a specific thickness that had been
characterized and hold that thickness constant, while varying
the other layers of the design. They state that “The thickness of a
metal island film must not be varied during a design procedure.
A metal island film with a given thickness and given effective
optical constants has to be tackled as a fixed building block
which can be introduced into an interference stack, but should
not be modified during the synthesis and refinement.” They also
later state: “A limitation that is missing from normal coating
design is the strict constraint on the thickness of the composites
and this is something that we must accept.” This present report
deals with relieving this constraint and the expansion of the
capability of the design software to allow the metal island or
other variable index film to vary in thickness during the design
process in a realistic way.

2. EXPERIMENTAL DETAILS

Fused silica (FS) substrates 25.4 mm in diameter and 1 mm in
thickness were used. Substrate roughness was<0.7 nm. All sub-
strates were cleaned in a four-stage ultrasonic cleaning system
UCS40 (Optimal Technologies) before the deposition process;
more details are given in Ref. [13].

The sample structure was FS substrate/alumina 7 nm/silver
X nm/alumina 7 nm. Dielectric layers were deposited using
the atomic layer deposition (ALD) technique. The bottom
dielectric layers were used to evaluate the same initial growth
conditions and morphology for silver nanoparticles. The
top layer stabilizes and protects the silver nanoparticles from
environment influence.

The silver islands were deposited using a thermal evaporation
system VERA1100. The base pressure of<1 × 10−5 mbar was
reached by the rotary and cryogenic pumps. Silver deposition
processes were implemented using thermal resistivity heating in
molybdenum crucible filled with silver pellets. The silver purity
used for the experiment was of >99.99%. The deposition rate
was fixed at 0.5 Å/s. The deposition temperature for silver was
20–23◦C. The given nominal silver thickness value corresponds
to mass-thickness equivalents. The deposited material nominal
thickness was controlled by a QCM system.

Alumina layers were deposited in a cross-flow type ALD
reactor Savannah S200 manufactured by VEECO. Nitrogen
(purity 99.999%) was used as a carrier and as a purging gas with
a constant 20 SCCM flow. Commercial trimethylaluminium
(TMA) and deionized water were used as reactants for the alu-
mina layers. The pulse for TMA and water was for 0.02 s at a
time. The duration of purge cycle of TMA and water excess
and reaction products was 6 s. The reactor temperature during
the deposition process was 150◦C. To obtain the desired layer
thickness of 7 nm, 70 cycles were deposited.

The samples optical properties of reflection (R) and
transmittance (T) were measured for averaged polari-
zation at the incidence (reflected) angle of 8◦ in the
300<λ< 1300 nm wavelength range using a Photon RT
(Essent Optics) spectrophotometer.

ALD was used due to its property to form a uniform dense
layer that repeats the surface morphology. Also the ALD tech-
nology allows the deposition of one atomic layer thickness per
cycle. The film was exposed to the ambient two times: first after
forming the alumina back layer, and second after depositing the
silver layer. In both cases, the sample was in ambient for less than
10 min. The copper (if used) and silver layers were deposited
without breaking a vacuum in the same run. The ALD process
should affect the silver layer by a small rearrangement because
the reactor temperature was at 150◦C (the silver formation
process was at 20◦C). The heating procedure took 30 min.

3. DATA ACQUISITION

As will be shown, the n and k versus thickness can be a strong
function of the materials and processes used on both sides of the
variable thickness layers. The characterization layers need to be
first deposited on a substrate or layer of the preceding material,
then the variable index layer, and then a capping layer of the
following material. All of these depositions are to be done by the
processes to be used in the intended application. It is necessary
to perform enough test runs at different thicknesses to cover the
gamut of layer thicknesses expected to be used in actual designs.
If there is any significant question as to the near-linearity of the
n and k between the sampled thicknesses, more thickness sam-
ples may need to be taken. The typical measurements from
which to best derive the n and k are the near-normal incidence
transmittance (%T), reflectance (%R) of the coating from the
coated side (%Rfwd), and reflectance from the reverse side
(%Rrev). The n and k could also be acquired by ellipsometric
methods [8] and other choices of %R, %T, angle, and thickness.

The procedure used to determine the n and k indices versus
wavelength was to measure the near-normal percent of %R
and %T versus wavelength for each of the different thickness
samples prepared as above. These data were then entered in the
FilmStar [14] software as targets for optimization by varying
n and k, as seen, for example, in the solid curves of Fig. 1. In
these cases, the target %R and %T at 1300 nm were used, and

Fig. 1. %R and %T versus wavelength for 2 nm thicknesses of Ag
deposited on FS in air.
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Fig. 2. Derived n (black) and k (red) versus wavelength for 2 nm
thicknesses of Ag deposited on FS in air.

the effective thickness was found by optimization. The software
then keeps this effective thickness fixed for that sample and uses
the %T and %R values for each single wavelength sequentially
in order from the longest to the shortest, and finds the n and k
values which produce that %R and %T. No index function such
as Cauchy or Sellmeier is used in this fitting process. Tables of
these indices versus wavelength are stored as would be any other
material indices and identified by a name that includes their
nominal QCM thickness. Figure 2 shows the n and k thus deter-
mined. The derived n and k values were then used to calculate
the %R and %T, which are then plotted as dashed lines in Fig. 1
for comparison with the original values from which the n and k
were derived to determine the quality of the fit.

Various modeling schemes such as polynomials and
Bruggeman theory, as discussed in Hummel and Guenther
[15], were considered to fit n and k versus wavelength and thick-
ness to the measurements. However, it was decided that real
n and k curves of a variety of materials are too varied in shape for
these models to be practical. Therefore, the chosen approach is
to use the n and k determined from spectral measurements at the
deposited thicknesses and interpolate the n and k for in between
thicknesses. Normally three to six test thicknesses have proved
to be adequate, although nine are currently possible. For each
different material combination and process, a user-programable
dispersion formula utilizes the multiple individual index tables
deduced from fixed thickness measurements.

The materials interfacing with both sides of the thin metal
layers are commonly dielectrics such as silica, alumina, etc. We
have noticed no effects of the thickness of these dielectric layers
on the effective n and k properties of the thin metal layers, only
the optical phases in the design relationships. The software deals
with these spacer/dielectric layers in the usual manner as layers
whose index does not vary with thickness.

4. DESIGNING WITH VARIABLE INDEX LAYERS

In the optical thin film design process of FilmStar [14], when a
variable index versus thickness layer is encountered, the layer’s
identifying code indicates that n and k vary with thickness
and wavelength. When the evaluation process reaches that
layer, it generates a temporary n and k versus wavelength value
to be used for that layer at that thickness for that one time. It

Fig. 3. Index (n) versus wavelength for various thicknesses of Ag
deposited on FS in air.

Fig. 4. Index (k) versus wavelength for various thicknesses of Ag
deposited on FS in air.

does this by determining between which two thicknesses the
n and k have been evaluated by experiment, and then simply lin-
early interpolating between those two. The optimization process
otherwise proceeds normally. The optimization algorithms that
can be chosen are damped least squares, Levenberg–Marquart,
and simplex. The computing times are increased somewhat
from that of non-variable index layers by the interpolation
process; however, the effect is negligible on modern computers.
If the thickness of a layer is less than that of those evaluated to
develop the table, n and k are assumed to be the same as that of
the thinnest layer actually evaluated; and similarly, if the layer
is thicker than the thickest evaluated, it is assumed to have the
same n and k as that of the thickest layer evaluated.

Figures 3 and 4 illustrate how radically the n and k can vary
with thickness in silver films deposited on FS. At a 2.4–9.4 nm
thickness, island formation is apparent, and plasmonic behavior
seems to come into play. In the region beyond the 9.4 nm thick-
ness, there seems to be some coalescence, whereas 20 nm shows
a move toward a continuous film, and 30 nm seems to behave
more like bulk silver. Although this bare silver in air might never
be used in practice, it is a strong example of the variability of the
n and k with thickness.

Figures 5–8 plot a different view of the n and k versus thickness
and wavelength for two different designs and material inter-
faces. Figures 5 and 7 are for silver deposited on FS in air, and
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Fig. 5. Index (n) versus thickness for various wavelengths of Ag
deposited on FS in air.

Fig. 6. Index (n) versus thickness for various wavelengths of Ag
deposited on alumina and capped with alumina.

Fig. 7. Index (k) versus thickness for various wavelengths of Ag
deposited on FS in air.

Figs. 6 and 8 for FS substrates coated with 7 nm of alumina (via
ALD), then the silver layer, and then are capped with 7 nm of
alumina (via ALD). These figures illustrate the influence of the
materials that interface with the silver. Small errors in the fitting
process and the characteristics of Excel plotting sometimes give
the appearance of negative n and k values. These negative values
are not considered to be physically real.

Figures 9 and 10 show the use of the interpolation software to
compare various coatings and processes on a common basis at
the same thickness of 5 nm. They also show how strong the vari-
ations are between Ag and the interface materials and processes

Fig. 8. Index (k) versus thickness for various wavelengths of Ag
deposited on alumina and capped with alumina.

for samples that are all of the same thickness. The solid-line and
dotted-line Ag processes were done by our colleagues Andrius
Valavičius et al. [16].

The dashed-line process in Figs. 9 and 10 using Zn2SnO4

is from Medwick et al. [11], and the indium tin oxide (ITO)
process is from Hernandez-Mainet et al. [17]. The interpolation
process was used for Figs. 9 and 10 to be able to compare all proc-
esses at the same thickness (5 nm). These n and k plots point to
the fact that the Medwick process at 5 nm was mostly coalesced
and approaching the bulk characteristics, while the FS/Ag in air
was still in an island phase. The other two materials/processes
appear to be in intermediate transition phases.

5. EXPERIMENTAL DEMONSTRATION OF
TECHNIQUE

A simple test case was designed to demonstrate the application
of this technique. The design goal was to find the thickness of
the silver layer that would provide the highest reflection at the
peak in the 500–550 nm region. Figure 11 shows the design that
was 3.3 nm thick and provided 35.5% reflection. This figure
shows that a 5 nm film has a lower peak %R, and 1 nm also has
a lower peak %R. Thicknesses that are ±10% of the nominal
3.3 nm (3.0 and 3.63) are also plotted. The inset in the upper
right of Fig. 11 shows the design details as represented in the
software. Because the ALD process is conformal and coats all
exposed sides of a part, the back of the substrates get two coats
of 7 nm for a total of 14 nm thickness of Al2O3 by the time all of
the layers have been deposited.

These five designs were actually produced by the same proc-
esses used to produce the index files for the thin silver layer
between 7 nm layers of alumina on 1 mm FS substrates. These
experimental results are shown in Fig. 12. The results are in
general agreement with the designs and verify that the maxi-
mum %R at the 500–550 nm region from the design process is
in fact achieved at a silver thickness of approximately 3.3 nm.
Differences between Figs. 11 and 12 illustrate the difficulties in
obtaining the exact reproducibility on this nano-scale and with
process variability. It would appear that the application of ALD
in the future to these kinds of films could improve uniformity,
thickness control, and reproducibility.
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Fig. 9. Index (n) versus wavelength for various processes and interfaces of a 5-nm-thick Ag layer.

Fig. 10. Index (k) versus wavelength for various processes and interfaces of a 5-nm-thick Ag layer.

Fig. 11. Design of 3.3-nm-thick silver to maximize %R at 500 nm.
Reflectance of thicknesses surrounding 3.3 nm.

The effective indices used in these interpolation files were
derived by fitting the indices from real sample spectra taken
from samples of nominal effective thicknesses of 2, 5, 10, 20,

Fig. 12. Spectral results of deposited films per the designs of Fig. 11
and the effective thicknesses of those films.

30, and 50 nm. A 1 nm silver sample was not available at the
time. The thickness numbers given in Fig. 12 are those provided
by the computer fitting of n, k, and effective thickness, and
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not by any real physical measure. One decimal place might be
representative of the real error bounds.

6. CONCLUSION

It is clear that some materials and processes show a strong varia-
tion in indices with thickness for very thin layers, up through
the point of coalescence, that is, before bulk properties are estab-
lished. This can also be true for some materials and processes
after coalescence. Realization of this design and fabrication
process has been demonstrated by a simple example. Very thin
layers are used now more frequently than ever before for solar
energy control, black mirrors, metamaterial applications, plas-
monic applications, etc., where the design tools described herein
are needed to more properly apply the real variation of indices
with thickness.
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